
INTRODUCTION
The calculation of the entropy of a physical
system constitutes a critical stage in analyzing its
thermodynamic properties. Much research has
been carried out, endeavoring a general scheme
for this calculation, yet current methods suffer
from a high computational cost and inability to
work on complex systems or apply to only
specific systems. In our research, we developed a
method based on a neural network estimator,
which obtains the entropy of the physical system
by an iterative calculation of the mutual
information between its sub-systems.

Method
• The entropy of a system composed of two

sub-systems - 𝑋1, 𝑋2 can be calculated by:

𝑺 𝑿𝟏, 𝑿𝟐 = 𝑺 𝑿𝟏 + 𝑺 𝑿𝟐 −𝑴𝑰(𝑿𝟏, 𝑿𝟐)

• Recently, it was suggested that mutual 
information can be calculated using a neural 
network [1].

• We use a convolutional neural network to 
perform the mutual information estimation.

• By iteratively dividing our system, and 
calculating the mutual information between 
two sub-systems, we can calculate the entropy 
of the whole system.

• The entropy of the minimal sub-system (one 
spin for example), is calculated using simple 
methods.

• All the simulations were generated using a 
Monte Carlo simulation on 64x64 matrices of 
spins.

RESULTS
We tested our method on both discrete and
continuous systems and showed that it allows for
a precise calculation of the entropy with – at
most - logarithmic running time. Compared to
other methods, our method obtains high precision
in calculating the entropy of the standard and
the antiferromagnetic Ising models and the XY
model with and without an external field.
Last, our network studies the physical
characteristics of the system and successfully uses
the knowledge gained from one system for a fast
entropy calculation of supplementary systems, of
various temperatures.
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𝑀𝐼𝜃 𝑋1, 𝑋2 = 𝑠𝑢𝑝𝐸𝑃𝑋1𝑋2 𝑇𝜃 − log(𝐸𝑃𝑋1⊗𝑃𝑋2
[𝑒𝑇𝜃])
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